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Abstract—In spite of being a key determinant of latency, cost,
power, space, and capability of modern computer systems, network
switch radix has not seen much growth over the years due to poor
scaling of off-chip IO pitches and switch die sizes. We consider
waferscale integration (WSI) as a way to increase the size of the
switch substrate to be much bigger than a single die and ask the
question: can we use WSI to enable network switches that have
dramatically higher radix than today’s switches? We show that
while a waferscale network switch can support up to 32x higher
radix than state-of-the-art network switches when only area con-
straints are considered, the actual radix of a waferscale network
switch is not area-limited. Rather, it is limited by a combination
of internal bandwidth, external bandwidth, and power density. In
fact, without optimizations, benefits of a waferscale network switch
are minimal. To address the scalability bottlenecks, we propose a
heterogeneous network switch design that reduces switch power by
30.8%-33.5% which, in turn, allows an increase in radix (by up to
4x) by increasing internal I/O bandwidth at the expense of energy
efficiency. We also propose subswitch deradixing that increases
the overall radix by 2x by decreasing the radix of the subswitches
to alleviate the internal I/O bottleneck. We use Area I/O and
Optical I/O schemes to alleviate the external I/O bandwidth
bottlenecks of conventional SerDes-based external connectivity. In
addition to scalability optimization, we present optimizations such
as low latency buffering and proprietary routing that improve the
performance of waferscale switches. Finally, we present a system
architecture for a waferscale network switch that supports its port
count, power delivery, and cooling requirements in a compact
form factor. We show that the switch can be used to enable new
computing systems such as single-switch datacenters and massive-
scale singular GPUs. It can also lead to a dramatic reduction in
datacenter network costs. Overall, this is the first work quantifying
the benefits of waferscale switches and identifying and addressing
the unique challenges and opportunities in building them.

I. INTRODUCTION

The importance of network switch radix - the number of
bidirectional ports soldered onto a switch ASIC - in modern
computing infrastructure cannot be overstated. In the context
of datacenters, switch radix dictates the depth of the network
topology and, therefore, the latency of communication between
nodes [38]. It also dictates the number of switching devices
and optical links required for connections and, therefore, the
cost, power, and space requirements of the network [39].
In the context of high-performance computing systems, the
switch radix can dictate the size (amount of memory and
compute) and performance of the system that can be built. In
the context of dedicated AI/ML training clusters (e.g., DGX
GH200 [8]), it can even dictate the size of the largest models
that can be trained (by dictating the number of GPUs and their
interconnection bandwidth in a cluster, for example).

Despite this, network switch radix has not seen much growth
over the years - the maximum radix has increased only by
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Fig. 1: (a) Scaling of radix and total switching bandwidth
during 2010-2022. (b) Number of IO pins per mm2 from 1999
to 2023 for BGA and LGA packaging technologies [15].

8x over the last 12 years (Figure 1.a). This relative anemic
growth (compared to total bandwidth, for example) is due
to poor scaling of off-chip IO pitches [48] as well as poor
scaling of switch die sizes [58]. Figure 1.b shows that the
density of connections (number of I/Os/mm2) for the ball
grid array (BGA) and land grid array (LGA) technologies has
increased only by 8x and 2.6x respectively over the last 24
years. Switch die sizes scale even slower since the maximum
chip size is dictated by reticle limits during lithography. The
biggest monolithic chip for the 5nm node, for example, does
not exceed 858 mm2 [53].

Since I/O pitches are notoriously difficult to scale [48], any
large increase in network switch radix must come from a new
approach to increasing the size of the switch substrate to be
much bigger than a single die.

The last few years have seen the introduction and commer-
cialization of waferscale integration (WSI) technologies that
can support computing systems to be built on substrates as
large as a wafer [26], [33], [40], [59] (Table I). This manifold
increase in system size over a reticle-limited die has enabled
orders of magnitude higher computing performance [40], [49],
[59]. However, no prior work has looked at building a network
switch at waferscale. In this work, we ask the question: can
we use WSI to enable network switches that have dramatically
higher radix than today’s switches?

Technology Silicon Interposer [42] Si-IF [33] InFO-SoW [26]
I/O Pitch (µm) 3-10 2-10 80-150
Interconnect Wire Pitch (µm) 2-10 1-10 20
Maximum Sizes/Dies 8.5 cm2 Full Wafer Full Wafer
Inter-die Distance (mm) 50 1-100 10-50
BW Density (Gbps/mm/layer) 1000 800-1600 1000-3200
Energy/b (pJ/bit) 0.25 0.06-4 1.5-3
Latency (ns) 0.1 0.04-10 10-15

TABLE I: Technologies that can enable chiplet-based wafer-
scale integration (vs a silicon interposer).

To keep yield and design complexity manageable, we study
waferscale integration of Tomahawk 5 (TH-5)-like chips in-
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Total Power (W) 500 [13] Configuration 1 256x200Gbps
w/o I/O Power (W) 400 Configuration 2 128x400Gbps
Area (mm2) 800 [13] Configuration 3 64x800Gbps

TABLE II: Tomahawk 5 (TH-5) parameters used in this work.

Fig. 2: A high-level diagram of a 3x3 waferscale network
switch architecture with Optical I/O chiplets. Chip-to-chip links
and chip-to-I/O links are passive interposer traces embedded in
the substrate with a pitch size of 4 µm. Optical signals from
optical fibers are converted to electrical signals and forwarded
to SSCs through chip-to-I/O links. Connections between SSCs
are accomplished using on-chip links and chip-to-chip links.
Power delivery to each SSC is done with through-wafer-vias.

terconnected in a Clos topology to enable a higher radix
switch. TH-5 [13] is a state-of-the-art high radix network switch
from Broadcom that supports configurations listed in Table
II and has a reported power (area) of 500W (800mm2). We
derive the non-I/O power of TH-5 by assuming an I/O energy
consumption of 2 pJ/bit [10]. A large number of 800mm2 TH-
5-like chips (sub-switch chiplets or SSCs) can fit on a wafer,
potentially enabling a high radix switch. Figure 2 shows a high-
level diagram of such device.

We find very quickly that the radix of a waferscale network
switch is limited not by the area of the substrate, but rather
by the internal bandwidth of connections between the SSCs
(Section IV). A large number of logical connections is needed
to support a Clos topology, especially at higher levels, saturat-
ing the physical bandwidth density available between adjacent
SSCs. We also find that external bandwidth may become a
bottleneck when using the conventional SerDes-based external
connectivity using wafer periphery. Finally, power density may
become a bottleneck and limit the radix that can be supported
for a given cooling mechanism.

To address the power density bottleneck, we propose a
heterogeneous network switch (Section V). Instead of all-
identical SSCs, we replace some of the SSCs in the Clos with
lower-radix SSCs. This can lead to significant power reduction
since the power of an SSC decreases superlinearly with its
radix. This power reduction allows an increase in radix by
increasing internal I/O bandwidth at the expense of energy
efficiency. To address the internal bandwidth bottleneck, we
propose subswitch deradixing. In this optimization, we decrease
the radix supported by each sub-switch without reducing the
area of the SSC. This increases the number of I/Os per port
for the subswitch and, therefore, increases the overall switch

radix. To address the external bandwidth bottleneck, we use
Area I/O (where a mezzanine PCB allows external bandwidth
I/O to scale with substrate area) and Optical I/O (which uses
on-substrate chiplets for electrical-to-optical and optical-to-
electrical I/O conversion) schemes (Section III). We quantify
the impact of our optimizations on switch radix size and power.
We also quantify the performance improvements possible from
a waferscale switch as well the new opportunities for switch
microarchitecture that it enables (Section VI).

A waferscale network switch also presents a unique system
architecture challenge. Compactly supporting a switch with one
to two orders of magnitude higher port count while meeting the
extraordinary power delivery and cooling requirements require
careful design. We present a system architecture of a waferscale
network switch (Section VIII) that takes up no more than
20RU of space while supporting the power delivery and cooling
needs for the switch. We then use this system architecture to
demonstrate the end-to-end benefits of a waferscale network
switch. We show that such a switch can enable single-switch
data centers with up to 8192 servers. It can also enable a
singular GPU that is eight times larger than the largest singular
GPU today built using an NVSwitch network. It can also
significantly reduce the number of switches and optical cables
in a hyperscale datacenter network by 3x-10x.

This paper makes the following key contributions:

• We show that a waferscale network switch can support up
to 32x higher radix than state-of-the-art network switches
when only area constraints are considered.

• We show that the actual radix of a waferscale network
switch is not area-limited. Rather, it is limited by a
combination of internal bandwidth, external bandwidth,
and power density. Without optimizations, the benefits of
a waferscale network switch are minimal.

• We propose a heterogeneous network switch design that
reduces switch power by 30.8%-33.5% which, in turn,
allows an increase in radix (by up to 4x) by increasing
internal I/O bandwidth at the expense of energy efficiency.
We propose subswitch deradixing that increases the overall
radix by 2x by decreasing the radix of the subswitches
to alleviate the internal I/O bottleneck. We quantify the
effectiveness of Area I/O and Optical I/O schemes in
alleviating the external I/O bandwidth bottleneck caused
when the wafer periphery is used for conventional SerDes-
based external connectivity.

• We present a system architecture for a waferscale network
switch that supports its port count, power delivery, and
cooling requirements in a compact form factor. We show
that the switch can be used to enable new computing
systems such as single-switch datacenters and massive-
scale singular GPUs. It can also lead to a dramatic
reduction in datacenter network costs.

• We show that a waferscale switch opens up opportuni-
ties for performance and microarchitectural optimizations,
including low latency buffering and proprietary routing.
Overall, this is the first work quantifying the benefits of
waferscale switches and identifying and addressing the

2



unique challenges and opportunities in building them.

II. RELATED WORK

There has been a large body of work on enabling higher
radix through scalable switch microarchitectures [18], [19],
[22], [38], [43]. The most related work constructs high-radix
switches using lower radix-switches [19], [38]. Ahn et al.
[19], for example, describe a network-within-network approach
to create high-radix switches by interconnecting subswitches.
Chrysos et al. implement a Scalable Clos-On-Chip (SCOC) that
achieves a radix of 136 [25]. Liang et al. [43] demonstrate a
switch with an overall radix of 144 by utilizing 12 radix-36
switch chiplets.

Our work also builds higher radix switches using lower radix
switches. However, the scale of our switches is very different.
We use waferscale integration to enable radix that is up to
32x higher than previous works. Also, the large scale of our
switch creates new bottlenecks for us to address - internal
bandwidth, external bandwidth, and power density. We propose
new optimizations such as a heterogeneous network switch,
subswitch de-radixing, and Area and Optical I/Os to address
these bottlenecks.

Router Name [17] [12] [7] WS (300mm) WS (200mm)
Space (RU) 16 21 15.8 20 11
Total Bandwidth (Tb/s) 115.2 230.4 115.2 1638.4 819.2
Port Count (w/ 200Gbps) 576 1152 576 8192 4096
Total Power (kW) 11.2 25.9 11.0 50 25
Power / Port (W) 19.4 22.5 19.1 6.1 6.1
Capacity Density (Tbps/RU) 7.2 11 7.5 81.9 74.5

TABLE III: Modular switches vs waferscale switches (WS).

It is possible to support very high radix using optical
switches [44], [50], [55]. However, our work achieves very
high radix using an alternative approach that is arguably much
lower cost since it leverages the economies of scale of the
existing semiconductor supply chains. Also, we can easily sup-
port packet switching and, therefore, can be deployed widely,
unlike optical switches which mostly do not support packet
switching [23] and, therefore, see limited deployment [14],
[50].

It is also possible to support high radix through modular
switches [7], [12], [17] with commercial products already
supporting 576-1152 ports at 200Gbps per port. Modular
switches typically consist of several 1U (rack unit) line cards,
switched internally by fabric modules. These line cards and
fabric modules are essentially switch boxes, subject to the same
radix scaling constraints as discussed in Section I. They also
have high power consumption per port, making it increasingly
difficult for their radix to scale [47]. Waferscale integration
allows our switches to have 7.1x-14.2x more ports in a 300mm
substrate or 3.6x-7.1x more ports in a 200mm substrate, while
being 68%-72.9% more energy efficient for both substrate sizes,
and having much higher capacity density (7.5x - 11.4x denser
with 300mm waferscale switch, 6.79x - 10.3x denser with
200mm waferscale switch). Table III provides a comparison1.

1Multiple configurations exist for commercial modular switches; 200Gbps
per port was chosen for comparisons.

III. EXPLOITING WAFERSCALE INTEGRATION TO BUILD
VERY HIGH RADIX SWITCHES

A. Waferscale Integration (WSI)

Waferscale integration (WSI) allows us to build integrated
circuits at the scale of an entire silicon wafer. Unlike con-
ventional approaches where larger systems are built by in-
terconnecting separately packaged chips using relatively low
bandwidth and high energy interconnects, WSI allows us to
build extremely large and tightly integrated systems [40], [45],
[49], [59]. Today’s WSI technologies can be classified into two
categories: monolithic and chiplet-based.

Monolithic waferscale integration uses the entire tradi-
tionally manufactured wafer as a chip instead of dicing the
wafer into dies. 1970’s Trilogy systems’ architecture [45] and
2020’s Cerebras’ waferscale engine (WSE) [40] are examples
of monolithic WSI systems. In monolithic WSI, the wafer
is manufactured using a conventional reticle step-and-repeat
process, but unlike a traditional chip-building process where
the reticles are diced into smaller dies, here a post-processing
step is performed where inter-reticle interconnects are built
on the wafer. This allows one to architect a large tightly
coupled waferscale system. There are a few challenges this
technology faces: (a) since wafer manufacturing encounters
defects and parametric variation, monolithic waferscale archi-
tectures need to carefully build in redundancy to minimize yield
loss [40], (b) since a wafer is built using a given technology
process/node and also uses step-and-repeat process, it only
allows for homogeneous architectures (e.g., DRAM and logic
or transistors from different nodes which are optimized for
different functionalities, logic vs I/O are not allowed).

Alternatively, chiplet-based waferscale integration uses
a waferscale substrate to tightly integrate and intercon-
nect pre-verified dies/chiplets. Silicon interconnect fabric (Si-
IF) [33] and TSMC’s integrated fan-out system-on-wafer (InFo-
SoW) [26] are examples of chiplet-based waferscale technolo-
gies. These technologies allow one to select pre-tested known-
good chiplets/dies (KGD) [21] and integrate these chiplets on
a waferscale interconnect substrate. Previous works [48], [49]
have shown that the KGDs can be integrated/bonded onto the
substrate at very high yields (>99.9% [48]), thereby allowing
one to achieve high system-level manufacturing yield. Also
chiplets from disparate technologies can be integrated into
a waferscale system, which in turn allows architectures that
are not feasible with monolithic WSI (e.g., Tesla Dojo [59],
Waferscale-GPU [49]).

B. Waferscale technology for a Network Switch

For this work, we choose to focus on chiplet-based wafer-
scale integration because of its ability to achieve high yield [48]
and integrate heterogeneous chiplets on the same substrate [34]
(e.g., high bandwidth I/O chiplets at the edge alongside net-
working logic chiplets at the center of the substrate). We
assume that all the chiplets communicate with their neighbor-
ing chiplets in a mesh-like configuration. For communication
between non-adjacent chiplets, multi-hop connections are built
by using the intermediate chiplets as repeaters. Depending
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Fig. 3: Schematic cross-section of a waferscale network switch
with (a) Optical I/O, (b) SerDes, (c) Area I/O.

on the integration scheme (Table I), power consumption and
bandwidth density of the internal interconnections will be
different.

A waferscale network switch also needs to connect to and
communicate with the external world at high bandwidth. One
way to do this is to place chiplets responsible for external I/O on
the perimeter of the substrate (Periphery IO). These I/O chiplets
have been SerDes-based [41] in today’s waferscale systems.
However, they can also be Optical I/O-based [16] where the
chiplets directly support optical transceivers. In both schemes,
I/O chiplets are connected to SSCs the same way using on-
wafer interconnects, as shown in Figure 3.a and 3.b. Note that
only the chiplets sitting on the perimeter of the substrate will
have a physical connection with the I/O chiplets. If an inter-
nal chiplet (non-periphery chiplet) requires I/O connections,
intermediate chiplets can repeat the signals to form a logical
connection as discussed previously. An alternative way to bring
external I/O signals onto the substrate is Area I/O. As the name
suggests, Area I/O allows the I/O signals to reach any chiplets
on the substrate directly, i.e., the external I/O transceivers are
interspersed in the chiplets on the substrate. A cross-section
schematic for Area I/O is shown in Figure 3.c. Note that
TWVs (through-wafer-vias) allow the I/O signals and power
to traverse and transit through the substrate wafer. The carrier
PCB (we call it Mezzanine PCB) onto which the substrate wafer
is mounted acts as a redistribution layer (RDL) layer for the
Area I/O signals to escape the wafer and reach external I/O
port modules. Table IV shows typical characteristics of SerDes,
Optical I/O and Area I/O.

Technology SerDes [41] Optical I/O [16] Area I/O [9]
type periphery periphery area
bandwidth density / layer 512Gbps/mm 800Gbps/mm 16Gbps/mm2

number of layers 1 4 1
energy / bit (pJ/bit) 8.0 5.0 8.0

TABLE IV: External I/O technologies considered in this work.
C. Building a Waferscale Network Switch

Our physical implementation of the waferscale network
switch is a waferscale mesh network of sub-switches, where
a state-of-the-art single-die network switch serves as the sub-
switch. Mesh allows breaking longer interconnects into smaller

Fig. 4: Mapping a logical Clos topology onto the wafer.

segments improving energy, latency, and yield [49]. Previous
commercial waferscale systems [40], [59] also implement a
physical mesh. For the majority of this work, we will use the
characteristics of Tomahawk 5 (TH-5), a state-of-the-art 256-
port, and 200Gbps line rate switch ASIC built by Broadcom,
as the subswitch chiplet (SSC), with a couple of modifications.
One modification we assume is that the high-speed SerDes at
the edge of a TH-5 chip would be replaced with fine-pitch
inter-chiplet I/Os. The inter-chiplet wires connect one SSC to
its four adjacent neighboring chiplets in the physical mesh.
Second, since mesh topology has low saturation throughput,
low bisection bandwidth, and high latency which is undesirable
for a network switch [54], we need to be able to map more de-
sirable logical topologies such as Clos that have high saturation
throughput and non-blocking switching [27] on this physical
mesh. To enable this mapping, we assume that a subset of the
inter-chiplet I/Os and a small fraction of the chiplet area (<2%)
on the TH-5 chips would be used for feedthrough channels
(with repeaters). With these modifications, each SSC can be
used as a repeater to form a long logical link that connects
two non-adjacent chiplets. The latency of the the connection
between two adjacent SSCs is 1ns. Therefore, the worst-case
latency between two remote SSCs on the wafer will be 2N ns
where the number of SSCs on the wafer is N2. Our TH-5-like
SSC consumes 500W (400W without I/O power) and occupies
800mm2.

Figure 4 shows an example mapping of a portion of a Clos
onto the physical mesh. SSCs 0 and 4 have a logical link in
the Clos. Because SSC 0 and SSC 4 are adjacent, they will
have a direct connection on the substrate. SSCs 0 and 5 also
have a logical link in the Clos, but they are not adjacent.
Therefore, SSC 1 is used as an intermediate chiplet to create
the physical link between SSCs 0 and 5. Similarly, SSC 0 and 6
are connected logically and are not adjacent. We can use SSCs
1 and 2 as repeaters to form the physical link. Note that in this
case, two logical links of the Clos are mapped to the physical
implementation such that both links pass through SSC 1.

More generally, when we map any non-mesh topology onto
the substrate, there will be some SSCs that have multiple logical
links passing through them. But because all the chiplets are
identical and have the same off-chip bandwidth connectivity,
some SSCs will have higher link utilization than others.

IV. QUANTIFYING RADIX SIZE BENEFITS OF WAFERSCALE
NETWORK SWITCHES

A waferscale network switch can be two orders of magnitude
larger in silicon area available and one to two orders of mag-
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nitude larger I/O count than today’s single chip switches. To
quantify the resulting radix size benefits, we consider building
a high radix switch using SSCs connected in a Clos topology.
We focus on Clos because of its superior properties compared
to several other topologies [61]. Since the physical layout of
the interconnection is still a mesh topology, mapping a logical
Clos onto it means that the link latencies between different
Clos switches are now non-uniform. This will not affect the
performance of the waferscale switch, however, as each SSC is
a TH-5-like chip that has input buffers to handle non-uniform
latency [20]. In addition, one might think that the non-blocking
property of a Clos may get affected when mapped onto a mesh.
However, we don’t share wiring resources to multiple logical
links. This means that every logical link is guaranteed to have
at least a bandwidth of 200Gbps.

A. Mapping a Clos Topology

How one maps a logical Clos topology on a physical mesh
would dictate the characteristics of the waferscale network
switch. The goal of the mapping problem is to maximize the
radix and the bisection bandwidth of the switch. The optimal
mapping problem can be formulated as the following: Let G be
a given topology, Mi be a floorplan of G, C(M) calculates the
maximum number of logic links between any adjacent chips in
F . The objective of the optimization problem becomes:

min
Mi

C(Mi) ∀i

Since each mapping is discrete and not differentiable, there
is no analytic solution. In addition, for N chiplets, there will be
N ! different mappings for placing these chiplets onto the wafer,
so brute force search is not possible for large N . Therefore, we
choose the pairwise exchange method [11], shown in Algorithm
1, that helps us explore potential local optimal. Starting from
an initial mapping, at each iteration we swap the positions of
a pair of chiplets. If this decreases the maximum number of
logical links between any pair of SSC, the swapping is kept,
and vice versa. The algorithm stops until no more swapping
can be made anywhere on the wafer.

Algorithm 1 Pairwise Exchange Algorithm For Optimizing
Mapping
R← [ri] list of SSCs
P ← [pi] list of position on the wafer
M ←M(ri) = pi initial mapping
C ← C(M) = maximum number of logic links between any pair of SSCs
Cprev ← C(M)
while M Not Converged do

for all SSC pair (ri, rj) in R do
swap(M(ri),M(rj))
Cnew = C(M)
if Cnew < Cprev then

Cprev = Cnew

else
swap(M(ri),M(rj))

end if
end for

end while

We run the above algorithm 1000 times with different
random initial mappings and report the best results (though we
find that difference across trials yielded less than 1% difference
in all cases). Our algorithm is effective (Figure 5). Compared

Fig. 5: Random mapping vs mapping using Algorithm 1.

Fig. 6: Maximum number of ports achieved using WSI without
considering any constraints.

to an unoptimized random initialization, our heuristic increases
the worst-case internal I/O bandwidth per port by 147.6%.

B. The Ideal Case

We use the above mapping heuristic to determine the maxi-
mum number of ports attainable in a waferscale switch (Figure
6) for different TH-5 port bandwidth configurations when
substrate area is the only constraint. We assume a square
substrate - so, 100mm corresponds to a square with a side
of 100mm. The three TH-5 configurations are highlighted as
red squares in the graph.

We see that chiplet-based waferscale integration enables up
to 32x higher number of ports compared to a single state-
of-the-art Tomahawk 5 for a 300mm substrate. For 200mm
and 100mm substrates, the benefits over TH-5 are 16x and
4x respectively. These large benefits can lead to significantly
reduced hop count and latency, as well as direct all-to-all
connection within a large cluster of terminals. The maximum
number of achievable ports decreases when demand for port
bandwidth increases and the substrate size remains the same.
Even for high port bandwidth, however, 2-8x benefits are
possible.

C. The reality

Figure 7 shows the maximum number of ports achievable
at different substrate sizes for a realistic internal bandwidth
of 3200Gbps/mm (Si-IF-like technology) for three external
I/O schemes - periphery-based SerDes (512Gbps/mm) and
Optical I/O (3200Gbps/mm), and mezzanine PCB-based Area
I/O (16Gbps/mm2). First, consider periphery-based SerDes -
the external connectivity scheme used in all recent waferscale
systems [40], [49], [59]. We see that this scheme only manages
to double the number of ports (512) even when going to a
substrate (300mm) that has over two orders of magnitude higher
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Fig. 7: The maximum number of 200Gbps ports achievable for
different external I/O technologies at internal bandwidth density
of 3200Gbps/mm.
area than a TH-5. Compared to the ideal case, this is 16x fewer
ports. This big gap is due to the limited bandwidth it provides.
It is clear that waferscale switches need newer interfaces such
as Optical I/O and Area I/O that provide higher bandwidth
external connectivity. In fact, we see that the number of ports
for any given substrate size is up to 4x higher for Optical I/O
and Area I/O, though still a 50-75% reduction from the ideal
case for 200mm and 300mm.

The continued gap between the ideal and Optical I/O and
Area I/O is explained by a combination of continued internal
and external IO bandwidth bottlenecks. Note, for example,
that the maximum number of ports achieved for Optical and
Area I/O stays the same as the substrate size increases from
200mm to 300mm in spite of the higher external bandwidth
available with increased substrate size. To understand this, we
calculate the maximum radix after doubling the internal IO
bandwidth density to 6400Gbps/mm (Figure 9). We see that
maximum number of ports now increases for Optical I/O by
2-4x for all cases matching the ideal. This shows that the
baseline inter-SSC I/O bandwidth density of 3200Gbps/mm
was the bottleneck. Also, the maximum number of ports scales
up for Optical I/O when going from 200mm to 300mm at
6400Gbps/mm. This shows that the internal I/O bandwidth
was fully saturated at 200mm in the 3200Gbps/mm case,
causing the maximum number of ports to stay the same at
300mm as well. Unlike Optical I/O, Area I/O does not increase
radix size even at 6400Gbps/mm due to the lower bandwidth
it provides compared to Optical I/O at these substrate sizes.

Figure 8 shows how the internal and external bandwidth
utilization and bottlenecks change when the external I/O tech-
nology is switched from SerDes to Optical I/O and when the
internal I/O bandwidth is doubled.

The above results do not consider power delivery or cooling
constraints. Figure 10 shows the power consumption of the
switches. For 200mm and 300mm substrates, power exceeds
14KW when Optical I/O and Area I/O are used. When power
delivery and cooling constraints are considered (e.g., air cooling
vs water cooling vs multi-phase cooling), the maximum number
of ports may get limited even further.

V. SCALABLE WAFERSCALE NETWORK SWITCHES

A. Improving I/O bandwidth by trading off energy efficiency

Fig. 8: Bandwidth utilization of internal and external I/Os
for SerDes and Optical I/O at their maximum feasible radix,
at internal I/O bandwidth density of 3200Gbps/mm and
6400Gbps/mm respectively. Grey squares are I/O chiplets.

There exist WSI technologies that afford higher I/O band-
width at higher power. TSMC’s InFO-SoW, for example, can
provide four times the bandwidth (Table I), albeit at much
less energy efficiency (1.5pJ/bit vs 0.06pJ/bit). Similarly, Si-
IF bandwidth can be increased by scaling up link frequency
and voltage at the expense of energy efficiency. Since our
goal is to maximize radix while still being within a reason-
able power budget, we target a bandwidth of 6400Gbps/mm
(1600Gbps/mm/layer for 4 layers) - double the bandwidth
used in the previous section - by doubling the frequency of
the Si-IF-like I/O links while scaling up Vdd of the links
accordingly. If the bandwidth of a physical wire is B and the
energy per bit of it is P, the following relationship holds for
supply voltage Vdd and threshold voltage Vth [51]:

P ∝ V 2
dd

B ∝ (Vdd − Vth)
2

Vdd

We use the above relationship to model the internal I/O power
at 6400Gbps/mm (four layers in total).

Figure 9 shows the achievable maximum radix at
6400Gbps/mm. We see that the maximum number of ports
at 300mm now increases to 8192 - a 4x increase over the
3200Gbps/mm case. There is a 2x increase in the maximum
radix at 200mm. The maximum radix at 100mm remains
unchanged since it was already the same as the ideal case for
Optical I/O.

Of course, the above large increase in switch radix comes at
the expense of power. Figure 11 shows the power consumption
of the switch at different substrate sizes. Power consumption
can be as high as 62kW (for an 8192-radix switch). This is
up to 3.5x larger than the power for 3200Gbps/mm. A large
fraction of overall power (33%-43.8%) is internal I/O power +
external I/O power.

We performed the same analysis with InFO SoW WSI
technology, which provides much higher I/O bandwidth den-
sity (12.8Tbps/mm), but has higher power consumption
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Fig. 9: The maximum number of 200Gbps
ports achievable for different external I/O
technologies at 6400Gbps/mm internal I/O
bandwidth density.

Fig. 10: Power breakdown for different exter-
nal I/O technologies when internal I/O band-
width is 3200Gbps/mm.

Fig. 11: Power breakdown for different exter-
nal I/O technologies when internal I/O band-
width is 6400Gbps/mm.

Fig. 12: The maximum number of 200Gbps ports achievable
for different external I/O technologies at 12.8Tbps/mm inter-
nal I/O bandwidth density with InFO SoW.

Fig. 13: Power breakdown for different external I/O tech-
nologies when internal I/O bandwidth is 12.8Tbps/mm with
InFO SoW technology.

(1.5pJ/bit). Figure 12 shows that InFO SoW can achieve the
same number of ports as 6400Gbps/mm Si-IF, but the overall
package now draws 92.5kW of power (Figure 13). Because of
the high power consumption of InFO SoW, we will focus on
Si-IF as our primary WSI technology for the remainder of this
work.

B. Heterogeneous network switch

Thus far, we have mapped a homogeneous Clos topol-
ogy to the substrate where all the SSCs - both leaf SSCs
(ingress/egress SSCs) and spine SSCs (root-level SSCs that

switch between leaves) - have the same radix. Here, we leverage
an insight about the Clos topology that the leaf SSCs in a Clos
can be disaggregated into multiple smaller leaf SSCs without
change in overall radix as long as the connections to the spine
SSCs are kept. This allows us to use 2 half-radix SSCs, for
example, to replace the original leaf SSC, without altering the
system-wide radix. Note that this disaggregation does increase
the average hop latency of the switch by roughly 1%.

We observed that various commodity high-radix switches
show super-linear (near quadratic) scaling of normalized power
consumption with respect to the switch radix. Figure 15
shows the normalized reported consumption of various radix
switches from Broadcom Tomahawk series [13] and Marvell
TeraLynx series [1]. The raw power values are scaled using
the methodology described in [57]. The scaling tracks well
the quadratic scaling suggested by Ahn et al. [19] for both
monolithic crossbars and hierarchical crossbars. The super-
linear scaling suggests that the total power consumption of two
radix-k/2 switches will be lower than a single radix-k switch
upon replacement.

Figure 16 shows the overall power reduction of the wafer-
scale switch after applying the heterogeneity optimization at
different substrate sizes. At 300mm, we see an overall power
reduction of 30.8%, when using scaled Tomahawk 3 dies as
leaf nodes. This power reduction is significant enough that
the new power density can be handled by water cooling [40]
(0.69kW/mm2 vs 0.48kW/mm2 - water cooling can sustain
0.5kW/mm2, we discuss power supply and cooling design in
detail in Section VIII). Notably, this optimization reduces only
the overall power consumption of the SSCs – it has minimal
effect on the internal I/O power. Therefore, the power reduction
decreases with increasing switch scale (substrate size) because
internal I/O power is a more significant portion of total power
at large substrate sizes.

C. Subswitch Deradixing

One somewhat counter-intuitive technique to relax the in-
ternal I/O bandwidth density requirement is to intentionally
decrease the radix of SSCs while keeping the area of each
SSC the same. Since the inter-chiplet I/Os are shared between
feedthrough and non-feedthrough (port) I/Os, decreasing the
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Fig. 14: Topology and placement illustration for a heteroge-
neous switch design with scaled TH-4 as leaf SSCs.

Fig. 15: Reported power consumption of Tomahawk series
switches (TH-1, TH-3, TH-4, TH-5) and TeraLynx series
switches (TeraLynx-7, TeraLynx-8, TeraLynx-10), normalized
to 5nm process node (only non-IO power is shown). Theoretical
quadratic power scaling models for both series are shown as
well.

radix allows for a larger number of feedthrough I/Os through
an SSC. This, in turn, allows us to connect more SSCs on the
substrate at higher bandwidths, thus meeting the overall internal
bandwidth requirement of the Clos topology. This results in
higher overall radix in certain cases. Figure 19 shows the avail-
able internal I/O bandwidth per SSC port when constructing a
300mm system with both original 256-port SSCs and deradixed
128-ports SSCs, keeping the per-SSC chip area the same. In
the baseline 256-port SSC case, we could achieve 8192 and
4096 ports for the switch, but their respective available per
port bandwidth does not meet the required 200Gbps/port. So
we are stuck with a smaller overall radix (2048) configuration.
On the other hand, when we use deradixed SSCs, the per port
bandwidth exceeds the required 200Gbps/port and an overall
radix of 4096 is achieved.

Figure 17 shows the maximum number of ports achieved by
the switch if we decrease the radix of each SSC. We see that,
for the 300mm substrate, reducing the radix to half doubles
the achievable number of ports from 2048 to 4096. Similarly,
halving or quartering the radix per SSC for the 200 and 300mm
substrates using SerDes also increases the achievable radix.

Of course, excessive deradixing may lead to an overall
reduction in the number of ports on the switch since fewer ports
overall can be packed in the same substrate area. This behavior
is more pronounced at 6400 Gbps/mm internal I/O bandwidth
density (Figure 18) where the internal I/O bandwidth is already
sufficient.

VI. PERFORMANCE AND MICROARCHITECTURAL
IMPLICATIONS

Since B = RTT × BW/
√
n where B is the buffer size,

RTT is the round trip time of the link, BW is the bandwidth
of the link, and n is the number of flows on that link [20],
the lower latency of on-wafer interconnect (Table V) will
translate to lower buffering requirements inside the SSCs. This
is confirmed by Figure 21 which shows link delay vs buffer
size generated using Booksim2 [35], a cycle-accurate detailed
network simulator that was used to model all four stages
of the switch microarchitecture shown in Figure 20 - route
computation, virtual channel allocation, switch allocation, and
switch traversal, for a router with 64 virtual channels (VCs), an
equivalent delay of 200ns, and a shared buffer policy for all the
input ports. For simulations to end within a reasonable amount
of time, we define a simulation cycle within Booksim2 to be
20ns (so 200ns corresponds to 10 simulation cycles), and the
flit length is adjusted to match the line rate of TH-5. Smaller
buffers not only save on area and power, they also have lower
latency since they can be implemented using fast SRAM instead
of slower DRAM that is used to implement large buffers [56].
Therefore, an SSC on a a waferscale network switch can have
lower latency than the commodity switch (e.g., TH-5) due to
lower buffering requirements.

Another opportunity is replacing slow Layer-3 route compu-
tation in the non-ingress SSCs of a waferscale network swich
with custom low-latency route computation. In a Layer-3 route
computation, the best matching prefix of the IP address needs to
be calculated which increases the IP table lookup time [52]. For
a waferscale switch, the network topology is fixed, providing
a chance to eliminate the IP table lookup in the non-ingress
SSCs. Normal IP table lookup is performed is still performed
at ingress SSCs and the destination port of the entire switch
is calculated. The destination port information is added to the
front of the packet header and the packet gets routed to the
next SSC. The spine SSC and the egress SSC will not perform
any Layer-3 routing. Instead, they will rely on the destination
port to perform route computation. The egress switch will undo
the modification to the header before sending the packet out.
We estimate that the route computation (RC) without IP lookup
will take 1

4 th of the baseline time [30].
We used Booksim2 to quantify the benefit of not needing IP

table lookup at non-ingress SSCs. We consider a 2-level Clos
network with 96 radix-256 SSCs, forming an overall radix of
8192. The switch latency is set to 16 simulation cycles and the
routing delay to 4 simulation cycles. A shared buffer of 128 flits
per port is used. The number of VCs is set to 64. No internal
speedup is used. We used random uniform traffic patterns. We
also configured the routing delay to 2 simulation cycles and 1
simulation cycle respectively when the packet is going through
ingress and non-ingress SSCs. Figure 22 shows the results. We
see that not only the zero-load latency is reduced when using
proprietary routing, but the saturation throughput is better as
well, with 14.5% and 11% increase for 200mm and 300mm
substrate switch respectively.

To estimate potential application-level performance benefits
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Fig. 16: Power reduction from a hetero-
geneous switch design. The power en-
velopes allowed by air cooling [46], liq-
uid cooling [40], and multiphase cooling
[36] are shown as well.

Fig. 17: Maximum number of ports when
reducing SSC radix size (3200Gbps/mm
internal I/O bandwidth).

Fig. 18: Maximum number of ports when
reducing SSC radix size (6400Gbps/mm
internal I/O bandwidth).

Fig. 19: An illustration of deradixing at 300mm substrate size.
When radix-256 SSC is used (left), the bandwidth requirement
is met only when the system radix is 2048 (labeled green) and
violated for larger system radix of 4096 and 8192 (labeled red).
By reducing the radix of each SSC from 256 to 128 (right),
we are able to pack more SSCs onto the wafer because of the
increase in available internal I/O bandwidth per SSC port.

Fig. 20: Simulated SSC microarchitecture.
Type of connection Latency (ns)
On-wafer connection [33] 10-20
In Rack PCB connection [60] 100-200
100m Optical link [2] 350

TABLE V: Latency values for different types of connections
between two switching ASICs.

of a waferscale network switch (both from faster interconnects
and faster SSCs), we compared using Booksim2 the perfor-
mance of a 2048-port 800Gbps waferscale switch against its
equivalent switch network. We set the number of VCs to 16
with a buffer size of 32 flits per input port, SSC delay to

Fig. 21: Saturation throughput for various buffer sizes and link
latency.

Fig. 22: Latency versus load for when removing IP table
lookup in the RC unit of non-ingress SSCs.

11 simulation cycles, switch box delay in the baseline switch
network to 15 simulation cycles, the I/O delay (host to the
ingress switch) to 8 for both the waferscale switch and the
baseline, the latency between each SSC to 1 simulation cycle,
and the latency between each switch in the baseline to 8
simulation cycles. We not only observe (Figure 23) equal or
higher saturation throughput for the waferscale switch but also
that the zero-load latency of a waferscale switch is 38% lower
than a TH-5 switch network, at 37 simulation cycles and 60
simulation cycles respectively for all the traffic patterns except
asymmetric traffic.

We also evaluated performance on four HPC NERSC
traces [3]. We parsed these traces and fed them into Booksim2
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Fig. 23: Load vs. Latency graph for a 2048 port waferscale
switch and an equivalent 2048 host switch network for different
synthetic traffic patterns. One simulation cycle is equivalent of
20

Fig. 24: Load vs. Latency graph for a 2048 port waferscale
switch (vs 2048 host switch network) for NSERC benchmarks.

simulator. Since these traces were generated using 512 or 1024
nodes, we duplicated the packets twice or four times in order
to evaluate our 2048 node network. The results are shown
in Figure 24. For LULESH, Mocfe, Multigrid, and Nekbone,
the saturation throughput of a waferscale network switch is
116.7%, 16.7%, 21.4%, and 15.2% higher than the TH-5 switch
network baseline.

VII. DISCUSSION

Non-Clos topologies. Waferscale integration enables orders
of magnitude more ports than a monolithic switch in the ideal
case (Figure 25.a) even for non-Clos topologies. A 300mm WSI
switch constructed with butterfly topology achieves 44x, 31x,
19x, and 44x more ports compared to a single Tomahawk 5,
using Butterfly, DragonFly, Flatten Butterfly, and Mesh topolo-
gies respectively. Once power density and per port bandwidth
constraints are considered, the radix benefits that we see reduce
dramatically (Figure 25.b). A significant fraction of the ideal
benefits is reclaimed once we consider optimizations such as
deradixing and heterogeneous design (Figure 25.c).

Mesh provides 10% higher radix benefit than Clos due to
ease of 2D layout, but suffers from poor bisection bandwidth
and being highly blocking. Butterfly provides 10% higher radix
in the optimized cases than Clos, but has lower bisection
bandwidth and path diversity. Dragonfly and Flatten Butterfly
provide 1.7x-3.2x lower radix than Clos since they are direct

topologies which increases their external bandwidth require-
ment and makes them hard to lay out.

Constructing a physical Clos. In this work, we focused
on mapping topologies to a physical mesh. It is possible
to construct a physical Clos with repeaters for long wires
(Figure 26.a, Figure 26.b, Figure 26.c). We see that physical
Clos always has lower radix than Mapped Clos since the
significantly increased number of links for physical Clos cuts
into the area that can be used to place TH5s. This is true even
when we allow the interposer links to traverse underneath the
SSC (not often possible in reality as the center region of the
chiplet is often used for power delivery). The relatively large
number of off-chip links also causes a 10% power overhead vs
Mapped Clos (iso-radix).

Alternative microarchitectures. We created a (Clos) net-
work of TH-5s to improve the switch radix. Other possible
approaches to build a high-radix switch include building a
hierarchical crossbar [38] and modular crossbar [22]. However,
these approaches scale a lot worse. Table VI shows the number
of chiplets required to construct a given radix waferscale
switch. The area, power, and monetary costs are prohibitively
expensive for hierarchical crossbars and modular crossbars.

Clos HC MC
# chiplets 3(N/k) (N/k)2 (N/k)2

# chiplets (N=2048, k=256) 24 64 64
# chiplets (N=8192, k=256) 96 1024 1024

TABLE VI: The number of chiplets required by Clos, hier-
archical crossbar (HC), and modular crossbar (MC). N is the
network size (total number of ports), and k is the radix of SSC.

Sensitivity to internal bandwidth density. Our previous
analysis mostly assumed a four-micron pitch and a maximum of
four metal layers for SSC communication. To reduce crosstalk,
we assume that each communication metal layer alternates
with a power/ground metal layer for a total of eight layers.
This is already an aggressive assumption for an interposer
- the current generation of TSMC CoWoS-S supports five
metal layers [32]; earlier generations supported only three metal
layers. The limited number of metal layers for any interposer
is due to the loss of yield with every additional layer due to the
increased number of processing steps. Nevertheless, we perform
a sweep to understand the sensitivity of radix with respect to
internal bandwidth density (increases linearly with number of
metal layers). Figure 27 confirms that the available area on
the wafer will become the bottleneck if the internal bandwidth
density can be increased by multiple factors (unlikely, at least
in the short to medium term).

VIII. SYSTEM-LEVEL ARCHITECTURE AND USE CASES

A. System-level Architecture of Waferscale Network Switches

The system-level architecture of a waferscale network switch
must accommodate the port count, power delivery, and cooling
requirements in a compact form factor. Figure 29 shows the
proposed enclosure structure for a 300mm substrate waferscale
network switch. This switch allows 8192 ports at 200Gbps
per port, 4096 ports at 400Gbps per port, or 2048 ports
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(a) (b) (c)
Fig. 25: The maximum number of 200Gbps ports achieved when considering non-Clos topologies, (a) when no constraints are
considered, (b) when area/bandwidth/power constraints are considered, and (c) when optimizations are applied.

(a) (b) (c)
Fig. 26: The maximum number of 200Gbps ports achieved at (a) 3200Gbps/mm and (b) 12800Gbps/mm when considering
Clos-map-to-Mesh vs physical Clos. (c) The power comparison and breakdown for Clos-map-to-Mesh vs physical Clos at iso-
radix.

Fig. 27: The maximum number of 200Gbps ports achieved
when considering different internal bandwidth densities.

at 800Gbps. After applying the heterogeneity optimization, a
300mm substrate draws around 45kW of power. To supply this
power, we consider using 25 high-density server power supply
units (PSUs), each capable of delivering 4kW [5]. PSUs are
used to provide 50kW + 50kW of power (5kW for non-ASIC
components), with N+N redundancy in mind. Note that the
PSUs will down-convert 3-phase 240V AC to 48V DC. Then
we use a set of DC-DC converters (48V-12V) and voltage
regulation modules (VRMs, 12V-<2V) [4] to supply current
at 0.75V-1.2V to the SSCs. Each DC-DC converter is about
27mm x 18mm and can provide 1kW+ power; each VRM is
10mm x 9mm and can supply about 130A of current. All the
50 DC-DC converters and the 420 VRMs (10% redundancy)
easily fit under the area of the wafer (with 1/3rd the space

left for other passive devices). The placement of the VRMs
is critical to minimize I2R power loss, and attaching them
directly on the back-side of the wafer helps achieve lower
losses as well as better voltage regulation response [49] (see
Figure 3). To further enhance voltage regulation, in-wafer deep-
trench capacitors [37] (similar to CoWoS DT-Cap [31]) would
be used.

Cooling is a challenge for a 45kW waferscale switch. Recall,
however, that heterogeneous design has lowered the power
density to 0.48W/mm2, which is lower than Cerebras’ WSE-
2 power density of 0.4976W/mm2. As such, a liquid cooling
design similar to the one used for WSE-2 can be used here as
well. Our largest waferscale switch system contains a 12x12
array of switching and external I/O chiplets. A passive cold
plate loop (PCL) (Figure 29) copper spreader is used to cover
2x2 chiplets, totaling 36 PCLs, where each PCL dissipates
1.6kW of power. Three consecutive PCLs share the same set
of supply channels. Therefore, 12 supply channels leave the
wafer. Each channel connects to a pump inlet and outlet. We
calculated that the pump needs to deliver 10-12 linear feet per
minute (LFM) of deionized (DI) water at 10psi as per OCP
guidelines [24] for the required dissipation. Our simulations
show that with 20◦C inlet temperature, the junction temperature
will be 70-80◦C.

Figure 28 shows the maximum radix supportable for each
cooling solution (after heterogeneous optimization). Even tra-
ditional cooling technologies such as air cooling and water
cooling support radix improvements by 8x and 32x compared
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Fig. 28: The maximum number of ports allowed by different
cooling solutions at different wafer sizes, after applying het-
erogeneous optimization to reduce total power.

to a single TH-5, though multi-phase cooling is recommended
to derive full benefits from a waferscale switch at all wafer
sizes.

This system architecture utilizes the back panel of the chassis
for power delivery and cooling infrastructure. The entire front
panel is therefore available for network ports.

We use optical I/O such that the optical fibers can directly
come out of the substrate and go to adapters located at the
front panel. If we use mezzanine connectors (Area I/O scheme),
the optical transducers placed on the mezzanine PCBs are
connected to the front panel using optical fiber links. In both
these schemes, O/E/O conversion happens on the wafer/PCB
plane. This allows us to avoid QSFP modules at the front panel,
allowing us to pack more connectors at the front panel with the
use of optical adapters (also called optical couplers).

Each RU (rack unit) can fit 108 CS optical adapters [6], so
19U allows us to fit 2052 adapters on the front panel. The top
1U space is dedicated to a management server. If the system is
configured to have higher radix, say 8192 ports or 4096 ports,
the solution is to use splitter cables to bifurcate a single 800
port to multiple ports. Through this design decision, we can
make the entire system fit within 20U, as opposed to 80U.

System-level architecture for a 200mm substrate waferscale
network switch can be derived directly from above and is shown
in Figure 30.

B. Use cases
A waferscale network switch can enable new computer

systems due to its very high port count. One use case is that
it can be the only switch for small to moderately-sized data
centers (Figure 31). The waferscale switch is placed at the
center rack of the data center while optical splitter cables travel
below the ceiling to reach every rack in the datacenter. A
single-switch datacenter can deliver significant benefits (Table
VII) in terms of space (e.g., there is a 90% reduction in
rack space when we integrate all the TH-5 switches into a
waferscale switch - TH-5s sit in a 2U switch box), cost (since
we can remove all the optical cables and pluggable modules in
between all the switches in the original TH-5 switch network),
and latency (since packets will go through just 1 integrated
switch as opposed to 3 switches). Actual benefits may be higher
through optimizations (Section VI).

Fig. 29: The system architecture of the waferscale network
switch using 300mm substrate. 3D view at the bottom.

Fig. 30: The system architecture of the waferscale network
switch using 200mm substrate.

System Waferscale switch TH-5 Clos Network
# of servers 8192 (4096) 8192 (4096)
# of switches 1 96 (48)
# of cables 8192 (4096) 16384 (8192)
worst case hop count 1 3
size (RU) 20 (11) 192 (96)
port bandwidth (Gbps) 200 200
bisection bandwidth (Tbps) 800 (400) 800 (400)

TABLE VII: A datacenter built with a 300mm waferscale
switch (values for 200mm shown in parenthesis) vs an equiv-
alent Clos network built with TH-5.

A waferscale network switch can also enable a massive-scale
singular GPU. With the rapid development of Large Language

Fig. 31: The floorplan of a single-switch datacenter enabled
by a waferscale switch.
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Fig. 32: The rack architecture of a singular GPU enabled by
a waferscale switch.

Models (LLM) and large recommendation models, the need for
larger GPU clusters with large amounts of memory also grows
to enable distributed training of these models. DGX GH200,
for example, uses 132 NVswitches to support 256 GPUs with
144TB of shared VRAM at the data rate of 900Gbps per GPU
[8]. Using a 300mm substrate waferscale switch in 2048 ×
800Gbps configuration, we can support 2048 GPUs reaching
an astonishing 1.152 PB of shared memory at a single hop
count (Table VIII). Figure 32 shows the rack architecture of
the 2048-GPU cluster. The cluster has eight compute racks - a
single compute rack has 32 server boxes–8 GPUs and 1 CPU
per box, and a center switch rack. The GPU switch box has
the same architecture as Figure 29 - simply configured as a
2048 × 800Gbps switch). Since each GPU requires a large
amount of bandwidth going into it, no TOR switch is used.
Instead, optical cables go into each GPU directly. A regular
Tomahawk-5 switch box is used for connecting all the hosts
(CPU) together. The host (CPU) network will not require a
large bandwidth because all the computational data flows from
GPU to GPU directly; the CPUs simply act as controllers.

System Waferscale switch NVswitch network
# of GPUs 2048 (1024) 256
# of switches 1 132
# of cables 2048 (1024) 2304
hop count 1 3
size (RU) 20 (11) 195
port bandwidth (Gbps) 800 900
bisection bandwidth (Tbps) 819.2 (409.6) 115.2

TABLE VIII: A singular GPU cluster with a 300mm wafer-
scale switch (values for 200mm shown in parenthesis) vs a
2-layer NVswitch network.

In another use case, multiple waferscale switches can be
connected together to implement a large-scale DCN with less
rack space, fewer optical cables, and fewer switches (Table IX).
The rack layout is shown in Figure 33 for the 300mm substrate
case. 48 waferscale switches form the spine network of the data
center. Each waferscale switch is 2048x800Gbps, connected in
a DCN-level Clos topology. The TOR switch of each rack will
be connected to the spine switches with two 800Gbps links,
giving a per-rack throughput of 1600Gbps.

We reduce the number of optical links needed by 66% - for
context, the cost of optical fiber is around $400 per km, and
a single 800Gbps QSFP-DD Transceiver Module costs $5000
[29]. The rack space allocated to spine switches is reduced
by 94% - the colocation cost per 1U server is around $75-
$300 [28]. Together, this could result in millions of dollars of
savings - hundreds of millions for the biggest datacenters.

Fig. 33: A DCN with 48 300mm waferscale switches.

System Waferscale switch TH-5 Clos Network
# of racks 16384 (8192) 16384 (8192)
# of switches 48 (48) 4608 (2304)
# of cables 65536 (32768) 163840 (114688)
worst case hop count 3 5
size (RU) 960 (528) 18432 (9216)
Per Rack BW (Gbps) 1600 1600
bisection bandwidth (Tbps) 13107.2 (6553.6) 13107.2 (6553.6)

TABLE IX: A DCN with conventional switches vs 48 300mm
waferscale switches (values for 200mm shown in parenthesis).

IX. SUMMARY AND CONCLUSIONS

In this work, we asked the question: can we use WSI to
enable network switches that have dramatically higher radix
than today’s switches? While a 32x higher radix switch can be
built within the area constraints of a wafer, practical limitations
from internal bandwidth, external bandwidth, and power density
limit the realizable radix. To address scalability challenges, we
introduced a heterogeneous switch design, reducing power con-
sumption by 30.8%-33.5%, thus enabling a 4x increase in radix
by selectively trading off energy efficiency for link bandwidth.
We also proposed subswitch deradixing to alleviate internal I/O
bottlenecks, achieving a 2x increase in the overall radix. To mit-
igate external I/O bandwidth bottlenecks, we utilized Area I/O
and Optical I/O schemes for external connectivity. Alongside
scalability optimizations, we presented enhancements like low-
latency buffering and proprietary routing to boost wafer-scale
switch performance. Finally, we outlined a compact system
architecture supporting port count, power delivery, and cooling
requirements, demonstrating the potential for new computing
systems and substantial reductions in datacenter network costs.
This study marks the first comprehensive exploration of the
benefits, challenges, and opportunities associated with wafer-
scale switches.
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